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E
ARLY IN 2023, New York 
lawyer Steven A. Schwartz 
found himself in a bind when 
faced with a motion to dis-
miss an action he had com-

menced in state court that was subse-
quently removed to the District Court 
for the Southern District of New York. 
Schwartz had no experience with the 
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Misadventures in ChatGPT: 
Lessons Learned

issues raised in the motion to dismiss, 
his firm did not have a Westlaw or Lex-
isNexis account, and his firm’s Fastcase 
account provided only limited access to 
federal caselaw. So to prepare his oppo-
sition to the motion to dismiss, Schwartz 
opted to rely on an internet site he had 
heard about from press reports and fami-
ly members: ChatGPT. 
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to confirm that any of the cited authority 
existed. Because Schwartz was not admit-
ted in the District Court, his law firm col-
league Peter LoDuca had appeared on be-
half of the firm’s client after the case was 
removed from state court. Accordingly, 
it was LoDuca who signed and filed the 
March 1 “Affirmation in Opposition” to 
the motion to dismiss, and he did so with-
out any review of the cited authority or 
inquiry to Schwartz about his research or 
contrary precedent. 

In its reply, the defendant pointed out that 
the cited cases appeared to be non-exis-
tent. After the court did its own research, 
and was similarly unable to locate the cited 
authorities, it issued two orders directing 
LoDuca to file an affidavit annexing cop-
ies of the cited decisions. Though alerted 
by both opposing counsel and the court 
that there was a significant problem with 
the opposition submission, neither lawyer 
took what should have been the obvious 
step of reconsidering the trustworthiness 
of the responses ChatGPT had generated. 
Nor did they withdraw the challenged, 
and critically flawed, submission. Instead, 
after obtaining an extension of time based 
on what the court subsequently deemed 
a misrepresentation, LoDuca filed an af-
fidavit Schwartz prepared and which an-
nexed only the ChatGPT summaries rath-
er than any actual case decisions, as the 
court had directed.

On June 22, 2023, two weeks after the June 
8 hearing at which the two lawyers had 
the opportunity to explain their conduct, 
the court issued its Opinion and Order on 
Sanctions (“Opinion”). Mata v. Avianca, 
Inc., 2023 WL 4114965 (S.D.N.Y 2023). The 
court found that the lawyers had “aban-
doned their responsibilities when they 
submitted non-existent judicial opinions 
with fake quotes and citations created by 
the artificial intelligence tool ChatGPT, 
then continued to stand by the fake opin-
ions after judicial orders called their exis-

tence into question.” Noting the “[m]any 
harms [that] flow from the submission of 
fake opinions”—including that it “pro-
motes cynicism about the legal profession 
and the American judicial system”—and 
making multiple findings of bad faith of 
the part of both lawyers involved, the 
court, pursuant to Rule 11 and its inherent 
power, imposed sanctions on both law-
yers and their law firm. 

Below are some of the lessons lawyers and 
law firms should take from the ChatGPT 
case.

First, and perhaps most basic: do 
not use technology without under-
standing its limitations. As provided 
in the Commentary to Rule 1.1, a law-
yer’s fundamental duty of competence in-
cludes the obligation to “keep abreast of 
changes in the law and its practice, includ-
ing the benefits and risks associated with 
relevant technology.” Here, the lawyer 
clearly failed to meet that standard. The 
problem was not that he used ChatGPT: 
the court found that there was nothing 
“inherently improper” about using the 
technology. Rather, the real problem was 
the lawyer initially used ChatGPT with-
out understanding its limitations. He then 
compounded that error by continuing 
to insist that he did not understand that 
ChatGPT could produce fictitious cases 
even though both opposing counsel and 
the court confronted him with the fact that 
he had relied on authority that simply did 
not exist.

Second: Don’t take on a matter 
where you do not have the requi-
site experience and/or your law 
firm lacks the necessary resources 
to provide competent representa-
tion. The court found that there was no 
evidence that Schwartz had knowledge 
of or experience with the legal feder-
al law questions at issue, and the record 
established that his firm lacked research 

Without understanding how ChatGPT 
worked—he believed it functioned as a 
“super search engine”—Schwartz pre-
pared an opposition pleading that relied 
on citations and summaries ChatGPT 
generated in response to a series of 
prompts. Schwartz did not, apparently, 
make any effort to obtain and analyze 
the decisions ChatGPT identified or even Im
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resources for a federal court matter. Pre-
sumably, if Schwartz had even some 
knowledge of the applicable law, he 
would have more readily been able to as-
certain that ChatGPT had given him ficti-
tious authority. 

Third: If you make a mistake, don’t 
try to get away with pretending that 
you haven’t. The court pointedly noted 
that the situation would have been much 
different “if the matter had ended with 
Respondents coming clean about their ac-
tions shortly after they received the defen-
dant’s March 15 brief questioning the ex-
istence of the cases, or after they reviewed 
the Court’s Orders … requiring produc-
tion of the cases.… Instead, [they] doubled 
down and did not begin to dribble out the 
truth until … after the Court issued an Or-
der to Show Cause” why they should not 
be sanctioned. Reading the court’s Opin-
ion, it is hard to escape the conclusion that 
the lawyers found themselves in a situa-
tion that they could have avoided without 
sanction had they offered an appropriate 
and timely acknowledgment of a mistake. 
Instead, forgetting that the first rule when 
you find yourself in a hole is to stop dig-
ging, they proceeded to dig themselves 
into a deeper and deeper hole.

Fourth: Don’t sign an affidavit at-
testing to matters of which you 
have no personal knowledge. LoDu-
ca executed and filed an affidavit purport-
ing to annex the case decisions as ordered 
by the court. But it was Schwartz who 
authored the affidavit; LoDuca “had no 
role in its preparation and no knowledge 
of whether the statements therein were 
true,” and there was “no evidence that 
Mr. LoDuca asked a single question.” The 
bad faith findings against LoDuca includ-
ed the finding that he “violated Rule 11 in 
swearing to the truth of the April 25 Affi-
davit with no basis for doing so. While an 
inadequate inquiry may not suggest bad 
faith, the absence of any inquiry supports 
a finding of bad faith.”

Fifth, and though it should not 
need saying, apparently it does: 
Don’t dissemble to the court. The 

court called out the ways in which the 
lawyers misled the court. For example, 
in seeking an extension of time, LoDuca 
represented that he was out of the office 
on vacation. Not only was that untrue, 
“[t]he lie had the intended effect of con-
cealing Mr. Schwartz’s role in preparing 
the March 1 Affirmation and the April 
25 Affidavit and concealing Mr. LoDu-
ca’s lack of meaningful role in confirm-
ing the truth of the statements in his af-
fidavit.” In a May 25 affidavit, Schwartz 
represented to the court that he had 
relied on ChatGPT “to supplement the 
legal research’” (emphasis in court’s Or-
der). However, based on Schwartz’s tes-
timony at the June 8 hearing, the court 
concluded that the representation was 
“a misleading attempt to mitigate his 
actions by creating the false impression 
that he had done other, meaningful re-
search on the issue and did not rely 
exclusively on an AI chatbot, when, in 
truth and in fact, it was the only source 
of his substantive arguments.” And lay-
ing out the specific facts contrary to one 
contention Schwartz made in his June 
6 Declaration, the court also rejected 
Schwartz’s “highly dubious claim” that 
prior to receipt of the May 4 Order to 
Show Cause, he “could not fathom that 
ChatGPT could produce multiple ficti-
tious cases.” 

Conclusion
Law firm risk managers should develop 
and implement protocols for their col-
leagues’ use of generative AI tools like 
ChatGPT. Some steps to consider include 
the following:

■ Determine whether the lawyer 
requesting approval to use the AI 
tool has sufficient background and 
knowledge of the tool’s potential de-
ficiencies to satisfy the ethical duty 
of competence.

■ Ask the requesting lawyer to pro-
vide confirmation of the reliability of 
the proposed AI tool for brief writ-
ing projects, including the accuracy 
of case citations.

■ Determine whether any outside 
counsel guidelines require the firm 
to obtain the client’s written consent 
to the proposed use of an AI model 
or tool. n
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